
However, it should be emphasized that, regarding se-
lection, the issue can be solved by taking into account
the temporal relationships between the variables
under study and, thus, by enrolling the participants
before the intermediate variable or its early signs
could become manifest. In a birth cohort study invol-
ving enrolment during the first trimester of preg-
nancy, for example, selection cannot be directly
affected by intermediate variables acting later in preg-
nancy or at birth.

Conclusions
In conclusion, we agree with Rothman and colleagues
that scientific inference does not require representa-
tiveness, and often explicitly requires that study
samples should not be representative. Overall, repre-
sentativeness can be harmful or beneficial depending
on the study question and context. There is no reason
to embrace representativeness per se, as often restric-
tion can enhance the practicality of a study and/or the
validity of the scientific inferences. We acknowledge
that further work is needed to fully understand some
specific situations, in particular when an intermediate
variable directly affects baseline selection. However,
leaving aside this specific issue, we consider that the
view that studies based on representative samples are
clearly better than those based on restricted samples
is untenable. Rather, although it is perhaps too strong
to argue that representativeness should always be
avoided, it is usually not necessary, and often
should be avoided.
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Rothman and colleagues were invited to submit their
piece to our recently established ‘Education Corner’,

but on reading it we felt it merited discussion and
debate.1 Those invited to comment considered that
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Rothman et al. had overstated their position but were
basically correct.2–4 We are concerned that this notion
will become accepted wisdom in epidemiology without
its implications having been thought through, and feel
that representativeness should neither be avoided nor
uncritically embraced, but adopted (or not) according to
the particular questions that are being addressed.

Some uses of epidemiology require
representative samples
The purpose of epidemiology is not simply to assess
causal hypotheses.5 Rothman et al. elevate causal hy-
pothesis testing to ‘a science’ and denigrate descrip-
tive epidemiology as an applied practice and therefore
‘not science’. It is salutary to reflect that the main
reason millions of dollars are poured into modelling
the global burden of disease6 (GBD) is because epi-
demiologists neglected their responsibility to collect
data on prevalence and incidence of disease from
defined populations. Whatever one’s views are of
the GBD initiative, it is certainly the case that evi-
dence-based healthcare planning and policy require
population-representative data.

Non-representative study groups
may produce biased associations
In causal studies, the fundamental concern is that
lack of representativeness will introduce bias.
Richiardi et al. in their commentary suggest that
non-representative populations produce only weak
bias in exposure-disease associations.2 Their conclu-
sion is based on two of their own studies, one empir-
ical and the other theoretical. Their empirical
assessment compares associations of educational at-
tainment and parity with two outcomes: low birth-
weight and caesarean section. They claim that non-
representative internet sampling ‘does not necessarily
introduce selection bias’. However, reviewing the data
(Pizzi et al.’s Table 47) indicates that the non-repre-
sentative sampling resulted in odds ratios that were
lower for most comparisons, and the confidence inter-
vals (CIs) of the relative difference in odds ratios be-
tween non-representative and representative sampling
were consistent with effect sizes that would excite
interest in many epidemiologists and result in a
media frenzy. For example: ‘Any red meat you eat
contributes to the risk (of death)’, claimed the lead
author of a paper from the Health Professions and
Nurses Health studies based on a relative risk esti-
mate of 1.20, well within the limits of what was
observed in these empirical estimates of the possible
bias.8 Similar excitement was generated by a study
that demonstrated a relative risk of 1.06 (95% CI
1.02–1.10) for cancer mortality in relation to a very
large difference in intake of processed meat per day.9

The important point is that the distortions may be in
any direction (which is unpredictable), and evidence
from one empirical example does not necessarily
apply to other causal questions.

Richiardi et al.’s theoretical example10 uses Monte
Carlo simulations to study the effects of selection
into a study, claiming that the bias is small, particu-
larly for relative risks between 0.5 and 2.0. However,
they only examined scenarios where a single unmeas-
ured determinant of the outcome also influenced the
selection process, as they believe that ‘it is unlikely
that multiple and independent important disease
risk factors would affect the sample selection’.10 This
is a surprising belief for these authors to hold, as their
own empirical findings (admittedly published after
this paper) show very clearly that multiple risk factors
are indeed associated with participation (Table 1 in7).

Why might the issue of multiple factors being asso-
ciated with participation be important? Take the ex-
ample of vitamin C levels and coronary heart disease
(CHD) events: a large body of observational data from
studies conducted at different times and places has
produced a precise and repeatable estimate of an ap-
parent benefit from higher vitamin C levels.11 But
exploration of the complex confounding of the asso-
ciation demonstrates how multiple factors, operating
across the life course, can lead to confounding strong
enough to negate the apparent benefit.12–14 A large
randomized controlled trial of vitamin C supplemen-
tation, in which such confounding should not arise,
showed no strong evidence of any reduction in CHD
events.15 A similar scenario, with conflicting results
from observational and experiments, has been seen
with respect to other antioxidant vitamins.16 The
simple fact is that multiple factors do come together
to generate sometimes sizeable non-causal associ-
ations, even after attempted statistical adjustment
for confounding factors.

The large American Cancer Society volunteer cohort
is exactly the sort of non-representative study group
that Rothman and others would consider fit for pur-
pose—it is easy to follow up, participants are moti-
vated to stay in the study and events are likely to be
easy to count. In this volunteer cohort, high alcohol
consumption was associated with a reduced risk of
stroke,17 a surprising finding since the outcome
included haemorrhagic stroke (for which alcohol
might be expected to increase risk) and alcohol in-
creases blood pressure which is a major causal
factor for stroke.18,19 What type of heavy drinker
would volunteer for a study about the health effects
of their lifestyle? They are unlikely to be representa-
tive of all heavy drinkers in the population (e.g. they
may be non-smoking, vigorous exercising, moderately
wealthy epidemiologists) and the factors that make
them non-representative will tend to render them at
lower risk of stroke. By contrast, volunteers drinking
moderately or less and non-drinkers may be more
representative of moderate, low and non-drinkers in
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the general population. This non-representative cohort
generates a potentially spurious result because many
factors that are associated with the outcome of inter-
est are also likely to be linked to self-selection into a
study.

Scientific generalization: animals
and randomized controlled trials
In support of the argument for non-representative
study groups, Rothman et al. state that scientific gen-
eralization is incongruous with representative sam-
pling, only modestly reworking Rothman’s earlier
views on the topic of representativeness.20 Using as
examples animal experiments (where no attempt is
made to sample from a population of animals) and
randomized trials (where internal validity may be
achieved by limiting recruitment to a narrowly
defined group), an argument is developed that repre-
sentativeness is counter-productive. The validity of
animal experiments of pharmacotherapies has been
widely questioned, as it has become clearer that, des-
pite careful control for confounding factors, many of
them get the wrong answers or are conducted with no
intention of application in humans.21 Randomized
trials of interventions that are primarily for use in
older adults with multiple morbidities have been cri-
ticized for not recruiting participants more represen-
tative of those who will be treated in the real
world.22,23 Trialists simply do not know (and certainly
cannot control for them or generalize from restricted
study groups) the complex confounding between age-
related processes, co-existing disease and therapies,
and the effects of a new intervention.

The road to non-representative
studies
Epidemiologists are not often capable of producing
‘general statements on nature’ and unfortunately
more often report on associations in ways that
imply that causal inference is being drawn.24

Rothman et al. consider that the best direction for
epidemiology is to set up more studies that ‘control
skillfully for confounding variables and thereby ad-
vance our understanding of causal mechanisms’. The
UK Biobank study of 500 000 people is an outstand-
ing example of a study (motivated initially by the
desire to conduct large-scale genetic investigations)
which implemented a demanding protocol in terms
of measurements on participants where non-represen-
tativeness was inevitable. It is claimed for UK
Biobank that ‘generalisable associations of exposure
with disease can be obtained without including rep-
resentative samples of particular populations’.25 The
overall response rate of 5.5%26 is not prominently
displayed on the UK Biobank website presumably

because it is deemed irrelevant. From a purely gene-
outcome association point of view, the study will, for
the most part, be capable of yielding unbiased esti-
mates of association, as genetic variants are unlikely
to be associated with self-selection into the study and
are not generally associated with confounding fac-
tors.27 The large sample size, relatively cheaply re-
cruited, is a major advantage here. Non-genetic
associations will have to be interpreted cautiously,
as many variables of interest will be associated with
participation and essentially volunteer samples may
suffer from greater degrees of confounding than less
selected samples. Once this data set (and all the
others) is turned over to open access, it is inevitable
that large numbers of environmental variable-out-
come associations of small effect size—but very pre-
cisely estimated (see the confidence intervals on the
relative risk of 1.06 for processed meat cited earlier)—
will be published. It is this context that Rothman
et al.’s hope for skillful control for confounding vari-
ables reflects optimism of a Panglossian scale: in
many situations the degree of unavoidable measure-
ment imprecision and inevitable unmeasured con-
founders renders reliable control unattainable.

Epidemiology in the big data world
Rothman’s and colleagues’ stance bears some affinity
with the justifiable excitement about the big data era
we are entering.28 Proponents of this brave new world
denigrate representative sampling in a way Rothman
and colleagues would presumably applaud: ‘Reaching
for a random sample in the age of big data is like
clutching at a horse whip in the era of the motor
car’.28 However, the promise of big data is explicitly
not to identify causes; indeed, the ‘Ideal of identifying
causal mechanisms is a self-congratulatory illusion’.28

We are in the realm of prediction, an example being
the use of hundreds of variables from amount of TV
people watch and the websites they visit to predict
insurance risk. It’s much cheaper than the lab tests
insurance companies often use, and does just as well,
an exercise in ‘turning data into dollars’.29 But epi-
demiologists are surely not yet ready to abandon the
difficult business of characterizing causality.

Does any of this matter? Science is meant to be self-
correcting; misleading findings will be exposed by fur-
ther studies. Unfortunately, most of the studies that
are capable of producing such findings share similar
confounding structures (many components of which
are not measured) and are only capable of making
more precise but essentially meaningless estimates.
Epidemiology that searches for causes of smaller
and smaller effect sizes may become increasingly
irrelevant when there is high profile contradictory evi-
dence (including that pitting purely observational vs
contradictory randomized controlled trial or genetic
evidence). Growing awareness among the public,
and research funders, of the impossibility of the
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robust detection and unlikely impact on public health
of such findings might lead to less support for their
generation. Moreover, the importance of a stochastic
element to disease risk that is not epidemiologically
tractable at the individual level is now apparent and
argues for a re-orientation of epidemiology away from
attempts to improve prediction of individual risk or
search for non-existent additional causes, and to-
wards making good use of genetic variation which
may tell us about population-level modifiable causes
of common diseases.30

In our first editorial for IJE in 200131 we quoted
Reuel Stallones who in 1980 had memorably detected
a ‘Continuing concern for methods, and especially the
dissection of risk assessment, that would do credit to
a Talmudic scholar and that threatens at times to
bury all that is good and beautiful in epidemiology
under an avalanche of mathematical trivia and neolo-
gisms’.32 In the pre-modern epidemiology world the
focus was often on triangulating evidence from across
as many sources as possible. Such evidence comes
from a variety of sources, of which some are deliber-
ately non-representative (for example the consider-
able value of twin studies for identifying potentially
causal epigenetic influences on disease,33 or the
follow-up of natural experiments) and some of
which (including essentially 100% coverage popula-
tion linkage studies) will be representative. Among
these sources, large volunteer studies such as UK
Biobank will be powerful tools, but will need to be
combined with other approaches that allow
strengthening of causal inference in observational
data. We feel that representativeness should neither
be avoided nor uncritically universally adopted, but its
value evaluated in each particular setting.
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We are grateful to the editors for suggesting that our
submission become a debate piece, as we value critical
discussion. We are gratified that the three invited
counterpoints not only agree with our position but
add useful insights. Elwood summed up our view
when (referring to the White Paper on the U.S.
National Children’s Study1) he commented that ‘the
concept of external validity given confuses statistical
inference with scientific inference’.2 Richiardi et al.
echoed our point that representativeness is not
desirable even if the goal is to study effect-measure
modification: ‘Similarly using non-representative
samples may enhance our ability to assess heterogen-
eity with regards to potential effect modifiers, e.g. by
ensuring that there are adequate numbers in each
of the ethnic groups to be considered if we suspect
or are interested in potential modification by ethni-
city’.3 And we especially liked Nohr and Olsen’s quot-
able remark that ‘Representativeness is time and place
specific and will therefore always be a historical
concept . . . .’4

Richiardi et al. suggested that ‘Perhaps Rothman and
colleagues go too far in arguing that representativeness

should be avoided as a matter of principle, and we
consider that there are some situations where
representativeness is the most sensible approach. For
example, it would be rare for researchers to only study
one age-group, and to then attempt to extrapolate their
findings to other age-groups, if sufficient numbers and
funding were available to also sample adequate num-
bers from these other age-groups’. But we in fact
acknowledged that there is a role for representative-
ness is certain circumstances, as when ‘public-health
professionals may rely on representative samples to
describe the health status of specific populations’.5

Nevertheless, when studying effects across a range
of a variable such as age, representativeness is not
the most effective way to do so, as Richiardi et al.
themselves stated.3 We also note that representative-
ness can mitigate the problem that historically some
groups, such as women, children and minorities, have
been underrepresented or omitted from research stu-
dies. Sampling representativeness, however, is not ne-
cessary to fix that problem. Deliberate oversampling of
the understudied groups would do so, and be
scientifically more efficient.
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