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The essence of knowledge is generalisation. That rubbing
wood in a certain way can produce fire is a knowledge
derived by generalisation from individual experiences; the
statement means that rubbing wood in this way will
always produce fire. The art of discovery is therefore the art
of correct generalisation. What is irrelevant, such as the par-
ticular shape or size of the piece of wood used, is to be
excluded from the generalisation; what is relevant, for ex-
ample, the dryness of the wood, is to be included in it. The
meaning of the term relevant can thus be defined: that is
relevant which must be mentioned for the generalisation to
be valid. The separation of relevant from irrelevant factors is
the beginning of knowledge.

—Hans Reichenbach’

Why do so many believe that selecting representa-
tive study populations is a fundamental research aim
for scientific studies? This view is widely held: rep-
resentativeness is exalted along with motherhood,
apple pie and statistical significance. For some re-
searchers this goal can be so important that they
would deem a study not worth undertaking if repre-
sentativeness cannot be achieved. That was the case
for two advisors to the U.S. National Children’s
Health Study, who resigned when the study design
was changed so that representativeness was threa-
tened.” We admire people who take a stand for prin-
ciple over expediency, but what exactly is the
principle that representativeness embodies? Here we
suggest that representativeness may be essential for
conducting opinion polls, or for public-health appli-
cations, but it is not a reasonable aim for a scientific
study.

Within most scientific disciplines, sampling repre-
sentativeness is incongruous with research goals.
Immunologists doing experiments with hamsters do
not dwell on getting a representative sample of ham-
sters. To the contrary, they select hamsters that are
extremely unrepresentative because they are homoge-
neous, having identical genes, living in identical cir-
cumstances, and fed identical diets. The immunology
of these hamsters may not be identical to that of
people, but the expectation is that by controlling the

characteristics and environment of the hamsters, in-
ferences can be drawn that may generalize to people.

A simple view of generalization casts it as a process
of constructing a correct statement about the way
nature works. That process is uncertain, along with
everything else in empirical science, but it is not an
extrapolation from sample to target population. When
Pasteur created the experiment that refuted the
theory of spontaneous generation, he used a
goose-neck flask to allow air to contact his cooling
broth without letting organisms settle into the
broth. His concern was to control the conditions in
a precise way. Similarly, when John Snow conducted
his natural experiment showing that London citizens
imbibing diluted sewage were at much greater risk of
cholera than those consuming water piped from up-
river, he was not looking for a representative sample
of London citizens. Instead he was looking for people
whose characteristics and living conditions were com-
parable except for the source of their water consump-
tion. Generalizing his findings was predicated on
understanding the phenomenon at hand. When Doll
and Hill studied the mortality of male British phys-
icians in relation to their smoking habits,” their find-
ings about smoking and health were considered
broadly applicable despite the fact that their study
population was unrepresentative of the general popu-
lation of tobacco users with regard to sex, race, eth-
nicity, social class, nationality and many other
variables.

Scientific generalization relates to the elaboration of
the circumstances in which a finding applies.
Newton’s laws of mechanics explain many physical
phenomena, although we now know that they are
not applicable on very small scales, at high speeds
or in strong gravitational fields. On a more modest
level, consumption of contaminated shellfish can
cause hepatitis A infection, but this relation is largely
nullified by consumption of beverages containing at
least 10% alcohol along with the shellfish.* The added
knowledge about the modifying effect of alcohol is
part of the generalization of the relation between
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consumption of contaminated shellfish and the risk of
infection with hepatitis A. It is not representativeness
of the study subjects that enhances the generalization,
it is knowledge of specific conditions and an under-
standing of mechanism that makes for a proper
generalization.

It is true that statistical inference, the process of
inferring from a sample to the source from which it
was drawn, is greatly aided by having a representative
sample. The mistake is to think that statistical infer-
ence is the same as scientific inference. Science works
on the assumption that the laws of nature are con-
stant, but if we conflate statistical inference with
scientific inference we get the reverse principle, in
which the results of a study are applicable only in cir-
cumstances just like those of the study itself, and
applicable only to people who are just like those in
the study population.

Indeed, representativeness can be counterproductive.
Suppose a study is designed to examine the thera-
peutic efficacy of a drug. Consider three design alter-
natives: option A, enrol subjects between the ages of
40 and 49; option B, enrol the number of subjects
needed from three age groups, 20-29, 40-49 and
60-69, to produce about equal numbers of outcomes
in each of these age categories; or option C, enrol
subjects with an age distribution that has been
sampled to be representative of all patients with the
problem the drug is intended to treat. Which design is
best? The first design option will greatly limit age
imbalances that could confound the results, thereby
enhancing the study validity. It has the drawback,
however, of informing about the effect only for sub-
jects in a narrow range of age. Can inferences be
drawn for patients of other ages? The answer depends
on how much is known about the mechanism of
effect. If little is known, then generalizing beyond
the age range of study participants may be unwar-
ranted. In that case, the study goal might be ex-
panded to include how the effect varies by age. To
do that, we would have to choose option B or C,
and control for age imbalances through matching or
in the analysis. If weighing options B and C to study
how the effect varies by age, it is much better to
choose option B, which allows three equally inform-
ative assessments in three distinct age ranges, rather
than allowing the distribution of ages in the source
population to determine the study design. The same
point would apply to other potential effect-modifying
variables. For example, to study how an effect varies
by ethnic group or socioeconomic category, it would
be preferable to choose equal numbers from the dif-
ferent groups, rather than select subjects in propor-
tion to their numbers in the source population.

Clearly, representativeness does not, in and of itself,
deliver valid scientific inference. If a study population
is representative of some larger source population, the
overall associations observed in the study population
may not apply to every subgroup. The overall effect is

merely an average effect that has been weighted by
the distribution of people across these subgroups.
Thus, if you have a sample that is representative of
the sex distribution in the source population, the re-
sults do not necessarily apply either to males or to
females, but only to a hypothetical person of average
sex. If you want to study the extent to which an effect
varies by subgroup of a third variable, you need to
design the research to examine the effect by
subgroups.

Representative sampling is needed to implement
some study designs, such as control sampling from
the source population in some case-control studies,
but that sampling concern about controls is not the
same as the representativeness of the study popula-
tion itself. Seeking representativeness of the study
population makes sense when sampling purely for de-
scriptive purposes. Pollsters seek representative sam-
ples of their target populations to avoid polling
everyone in the study population. Similarly,
public-health professionals may rely on representative
samples to describe the health status of specific popu-
lations. These descriptions are sampling snapshots
that make no pretence of explaining how nature
works. Their utility is in their description of a specific
population at a point in time. Thus we draw a line
between the scientific goal of understanding a phe-
nomenon and the practical goal of applying that
knowledge to specific populations. The first goal is
not enhanced by representativeness, but rather de-
pends more on tightly controlled comparisons drawn
over a variety of relevant settings. It is the second
goal, the application of science, that may require rep-
resentative sampling. For example, from studies not
involving representative samples, regular use of as-
pirin has been found to reduce the incidence of
bowel cancer.’ Given a polyp-related mechanism,®
the public-health impact of aspirin chemo prevention
would likely depend on the incidence or the preva-
lence of colorectal polyps in the target population.
Measuring that impact on a target population would
involve representative sampling.

Surveys of opinions, of the prevalence of disease, of
habits or of environmental exposures may be inform-
ative, but they are not science in the same way that
causal studies about how nature operates are science.
Polls more than a few days old may become irrele-
vant, even if conducted with people in the same geo-
graphical area. Consequently polls are conducted in
numerous places and repeated often. Prevalence sur-
veys may also lose validity quickly over time, depend-
ing on the stability of the condition measured, and
they are seldom generalizable across populations. In
contrast, a scientific finding would be expected to be
repeatable. One way to distinguish science from the
kind of information that surveys produce is its overall
applicability in space and time. Scientific statements
ideally serve to describe nature in a way that is not
limited to one time and one place. Although biological
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principles seem to be vastly more varied than physics,
and more dependent on locally varying modifying
influences, the ultimate aim of biological research
on humans or other species, is like that of physics,
to be able to make general statements about nature.
Paradoxical though it may seem, statistical represen-
tativeness leads to particular statements about the
world, not general statements about nature. As initial
steps, surveys may help to seed hypotheses and give a
push toward scientific understanding, but the main
road to general statements on nature is through stu-
dies that control skillfully for confounding variables
and thereby advance our understanding of causal
mechanisms. Representative sampling does not take
us down that road.
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Most epidemiological studies—indeed, all the interest-
ing ones—are designed to assess a potential causal
relationship. There are often difficult choices in the
selection of the subjects included in the study.
Whether an intervention study, an observational
cohort study or a case-control study, the selection of
the subjects can influence both internal validity and
external validity; and further, can modify the hypoth-
esis being tested. Internal validity is the quality con-
trolling whether a valid assessment of cause and
effect can be made within the context of the study.
External validity relates to the generalizability or
application of this cause and effect assessment to
other populations, and is clearly a secondary issue;
if the study has very low internal validity, the conclu-
sions are likely to be wrong, and so its generalizability
is irrelevant.

With high internal validity, the valid assessment of
the causal relationship may be widely generalizable,
and does not require that the participants be represen-
tative of those to whom the new evidence will be
applied. The value of good studies is in the fact that
their results can be applied to very different popula-
tions, particularly in the future. Thus to choose the
best treatments, physicians apply the results from in-
ternally valid studies, usually randomized trials, often
done in different countries on patients diagnosed many
years previously. We do not need to assume that the
subjects involved in these earlier studies are represen-
tive, in a general way, of the new patient. Similarly we
apply knowledge of genetics from fruit flies to humans,
because the biological relationships are generalizable al-
though the individuals studied are not. An epidemiolo-
gical example is the UK Biobank cohort study: whereas

220z AInp 9 uo Jesn sjeusg-1deq suolisinboy Aq y£0959/2 10 L/p/Zy/e1e/all/wod dno olwspese//:sd)y wolj papeojumod



